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ABSTRACT

An adaptive array that rejects undesired or interfering signals
is presented. The array pattern is controlled by an adaptive feed-
back system based on a steepest-descent minimization of mean square
error, Here error is defined as the difference between the array
output and a Tocally generated reference signal. Minimization of
mean square error is closely related to maximization of signal-to-
noise ratio,

A 2-element adaptive array has been built, and its experimental
performance is discussed. Typical patterns for various desired and
interfering signals are shown, as well as measured transient response.
Finally, some experiments showing the array behavior with modulated
signals are described.

The results show that such an antenna system is capable of auto-
matically rejecting interfering signals, subject only to certain basic
constraints. No a priori information concerning the angles of arrival
of the signals is required, Detailed knowledge of the waveforms of
the desired and interfering signals is also not needed, although the
spectral density of the desired signal must be known.
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AN ADAPTIVE ARRAY FOR INTERFERENCE REJECTION
I. INTRODUCTION

An adaptive array may be defined as one that modifies its own pattern,
frequency response, or other parameters, by means of internal feedback
control, while the antenna operates. A1l adaptive antennas to date have
been receiving arrays, because the pattern of a receiving array can be
easily controlled by individually adjusting the amplitude and phase of
the signal from each element. However, other types of adaptive antenna
configurations are conceivable.

- A phase-Tock loop array[l] is probably the best known type of
adaptive array. A phase-lock loop array operates by aligning the phase
of the signal from each element with that of a reference signal*, with
a phase-lock loop, before the signals are summed. This type of feed-
back forces the antenna to have a beam in the direction of the incoming
signal. Amplitude control of the signal from each element is some-
times added, giving additional flexibility to the pattern control.
Svoboda[ll discusses an amplitude control scheme that sets the gain
of each element proportional to the ratio of rms signal level to noise
power on that element, thus making the array operate as a maximal-ratio
combiner[2]. The se]f phasing array has certain desirable features
(automatic beam tracking and an adaptive bandwidth), but it also has
undesired features, the most important being the susceptibility of the
array to being “captured" by interference or jamming[3].

An entirely different type of adaptive array has recently been
proposed by Shor([4], and also by Widrow, et al.[5]. Their approach has
been more general - namely, to l1ook on the adjustment of the weighting
coefficients in the array as an adaptive optimization problem. Shor
adjusts the weights in the array to maximize the signal-to-noise ratio
at the output. Widrow, et al., minimize an error signal, which is equal
to the difference between the output of the array and a reference s1gna]

- It can be shown that these two criteria are closely related.

In this report we discuss an experimental adaptive array based on
the feedback concept discussed by Widrow, et al.[5]. The general form of
the adaptive array is shown in Fig. 1. The s1gna] from each element is
passed through an amplifier with controllable gain and phase., The sig-
nals are then added to produce the array output S(t). To make the array
adaptive, S(t) is compared with a reference signal T(t), and the dif-
ference, the error signal e¢(t), forms the input to a feedback system

*The reference signal can be (1) the signal on one of the elements,
(2) the sum signal from the array, or (3) a locally generated
reference signal.
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Fig. 1. Basic adaptive feedback system.

that controls the weights wj. The feedback is designed to adjust the
weights so the mean-square value of e(t) is minimized. This has the
effect of forcing the output of the array S(t) to approximate the
reference signal T(t) as closely as possible on a mean-square basis.

_ Thus, any received signal that is not represented in T(t) appears as
an error signal, and the feedback adjusts the weights to remove it from
the output. The result, in antenna parlance, is a pattern null in the
direction from which this signal comes. If the received signal is
represented in T(t), the feedback retains this signal in the output
(with amplitude and phase the same as T(t)). Thus, one can dis-
criminate between "desired" and "undesired" signals (e.g., between

a desired communication signal and an interfering signal) by means

of what is used for the reference signal T(t).

The feedback concept discussed above was suggested by Widrow,
et al.[5]. The work described here differs from their work, however,
in several respects. First, we are interested mainly in the problem
of interference rejection in radio communications. To treat this
problem realistically, it must be assumed that the desired signal
contains modulation components that are unknown at the receiver.



Hence the reference signal T(t) cannot be made exactly equal to the
desired signal, but can only approximate it in some sense. We describe
here some experiments in which the desired signal contains modulation
components not present on the reference signal. Widrow, et al. treat the
case where the desired signal is known exactly at the receiver, so an
exact replica can be used for the reference T(t). Second, the feed-

back system discussed here is a continuous, analog system. Widrow, et al.,
consider a digital, sampled-data feedback 1oop. Although this is only

a minor difference, the problems of feedback loop stability, which are
discussed in some detail in [5], arise only with a sampled Toop. A
continuous Toop, based on the feedback algorithm discussed below, is
stable for all gain settings. Third, the work reported here is pri-
marily experimental, whereas the work in [5] is theoretical.

II; THE FEEDBACK ALGORITHM

Let us assume for the moment that the weighting coefficients wy,
..eeey Wy shown in Fig, 1 are real. That is, we ignore the possibility
of varying the phase of each element. The array output may then be
written

N
(1) s(t) = ) Wixi(t)'
i=1
The error signal is
N
(2) E(t) = T(t) - z W.ixi(t)s
‘ i=1

and hence the squared error is

N N N
(3) 2(t) = T2(t) - 2T(t) Y owex (£) + F 0 wewaxs (£)x.(t).
: i=1 i=1 j=1 'Y J
The mean-square error is thus:
— ; N NN
(4) e(t) = T7(t) - 2§ w, TEDGE) + ] ] WaW 'x"i‘(‘th"th)
i=1 i=1 j=1

where the bar indicates the time average. Equation (4) may be written
more conveniently in matrix form as

(5) sz(t) = Tz(t) - 2wT®(x,T) + WT®(x,x)w



where w and ¢(x,T) are column matrices,

Ty

Wo

(6) W = . s
- WN -

X{(E) T(%) \
(7) s(x,T) = | %8 T(E)

xN(t§ T(t)

o(x,x) is an N x N matrix,

X (8] X (6)  X[(E) %,(€) o x1§t5 xN(tSM

leti xlltS .
(8) 8(x,x) = . .
let5 x1(t5 see xNZtS xN(t5

and wT denotes the transpose of w.

It may be seen from Eq. (4) or (5) that gz(t) is a quadratic

..function of the weights. Thus, if it is assumed that X;{t) x;j(t) and
i}(?ﬁ'TT?J'are constant, the surface obtained by plotting Z??EB versus
the weights is a bowl-shaped surface, as illustrated in Fig. 2 for the

case of two weights. (The case where xilti xjiti and xi(tS T(t) change
with time* may be viewed as a motion of the bowl.) The quadratic nature

*These time averages are understood to be taken over an interval long
compared with the fluctuations of x;(t) and T(t), but still finite,
so gradual changes in the characteristics of the signals result in
time-changing averages.



of Eq. (4) is important, because it implies that the bowl has a well-
defined minimum, and furthermore it has only one minimum. Thus,
saddle-points or relative minima are not possible.

A €2 (t)

Fig. 2. The error surface,.

It is clear on physical grounds that the extremum of the bowl is
a minimum, not a maximum, since the error can be made arbitrarily large
by a suitable setting of the weights. The value of the weight vector

giving minimum ¢2(t), which we will denote by Wont
setting pt.

, may be found by

(9) v,() = 0,

wherevvw denotes the gradient with respect to w. Since

2

(10) v (D) = =26(x,T) + 28 (x,%) w,

we find



(11) @(x,x)wopt. = o(x,T)
or

(12) W= o(x,x)"L e(x,T),

opt.
where we have assumed that o(x, x) is nonsingular so its inverse cI»(x,x)'1
exists. If the weight vector w is set equal to Wopt. s the resulting
minimum mean-square error is found from Eq. (5) to be

2

(13) 2= TE(t) - o (x,T) 87H(x,x) e(x,T).

This result may be used to rewrite Eq. (5) in the form

(14) ?(t) = ),

+ (W'Wopt.)T o(x,x) (w-w

mln opt.

which places the quadratic dependence of ez(t) on the weights w;
‘clearly in evidence. Finally, we remark that the "bowl" does not
necessarily have its principle axes oriented parallel to the wj-axes.
A coordinate system whose axes do 1ie parallel to the principle axes
may be defined by the relation:

(15) W'Wopt. = Re

where R is an N x N rotation matrix of elements s’
'n T2 U Tmy

(16) R=} °
N1 B 1Y

and ¢ is an N-element column matrix whose elements %; are the "normal
coordinates" of the bowl:

1
(17) 2 .

N



Substituting Eq. (15) into Eq. (14) gives

(18) e2(t) = S;in + o7 RT a(x,x)R]2

and when R is chosen so RT o(x,x)R is diagonal,

kl 6 0 --
A 0 -«
T _ _ 2
(19) Re(x,x)R =1 = o o0 .
. . AN

then the 24 are normal coordinates. We note that since the e2(t)
surface has a minimum for w = Wopt, s the eigenvalues x; are nonnegative.
The fact that 17 > 0 may also be shown directly from @lx,x), but we will
not go through that here.

Now let us examine the justification for using minimum mean-square
error as the criterion for optimizing array performance. In general,
the output from the array consists of three types of contributions:

a desired signal, an interfering signal, and random noise. We may write

(20) 5{i) = oS4{t) + 8S;{t) + yn(%)
where
Sd(t) = a desired signal
S{(t) = an interfering signal
n(t) = random noise

and where o, 8, and y are constants representing the combined effect of
the weights wi on these signals. Assume for the moment that the wave-
form of the desired signal is known exactly at the receiver. Then if
the reference signal T(t) is set equal to a replica of the desired
signal,

(21)  T(t) = S,(t)
the error signal becomes

(22) e(t) = T(t) - S(t) = (1-a) S4(t) - [8S;(t) + yn(t)]



where the terms Sy(t), Si(t) and n(t) are assumed uncorrelated, so the
cross-product terms, such_as Sd{t) Si(t), are zero. Thus, to minimize
az(t), the sum of (l—cx)2 SS(t) and g2 S%(t) + y2 nz(t) must be mini-
mized. In general terms, this quantity will be minimum if o is nearly
unity and 62 and Y2 are as small as possible. But this condition is

equivalent to (1) miniziming the power in the interference while (2)
constraining the power in the desired signal to be constant. Stated

another way, minimizing 92 is equivalent to maximizing the signal-to-
noise ratio, where "noise" is interpreted as including the interference.

This argument, although generally correct, does overlook certain
limitations. First, in practice one cannot set T(t) = Sq(t) because the
exact form of the desired signal is unknown at the receiver. However, in
many cases T(t) can be made to approximate Sq(t) in some sense. For
example, when Sq(t) is a signal with amplitude modulation, it is possible
to use the carrier component of Sq(t) for T(t) and still obtain suitable
operation (as will be seen in the experiments described below). The
presence of the sideband components in Sy(t) increases the minimum mean-

square error 821 » but minimizing 32 still corresponds to maximizing
signa1-to-nois@ Ratio.

A second limitation is that the argumenté break down for Tow
signal-to-noise ratios in the elements, At Tow SNR's, the array may
not tend to constrain o = 1, if the Sq(t) term contributes only negligibly

to sz(t). Thus for low SNR conditions, minimum e may no longer cor-

respond to maximum SNR. However, for most cases, minimizing e2 is
equivalent to maximizing SRN, and this is the optimization criterion
used in the array described below,

Now consider the method by which the weights are to be set equal
to their optimum values. One approach is to measure the quantities

x;(t) xj(t) and x4(t) T(t) for all i,j, and thus determine the matrices
¢lx,x) and o(x,T). ¢(x,x)~1 may then be computed, and the optimum weights
evaluated by means of Eq. (12). From a practical standpoint, this approach
is not apqea]ing, because of the difficulty in measuring ¢(x,x) and com-
puting ¢-1(x,x), especially if the number of elements is large. Further-
more, the object is to build an adaptive array, so that, for example,
changes in the angle of arrival of the interfering signal will be auto-
matically "tracked" by the weight settings. To adapt to such changes by
the above method would require that the measurement of ¢(x,x) and ¢(x,T)
and the computation of ¢(x,x)-1 be repeated periodically.

A more attractive alternative is to use the feedback algorithm
suggested in [5]. This feedback rule is based on a steepest descent

minimization of 52 (not ;?5. Specifically, each weight w, is to be
adjusted according to the rule: !



dw 2
(23) T = kS VW- [8 (t)]

1

. th

where Vw [e (t)] denotes the i component of the gradient of e2(t)

with respect to the weight vector w, and ks is a negative constant.

Since the gradient measures the sensitivity of e2 (t? to each of the
weights, the feedback rule states that a given weight wi will be

changed at a rate proportional to the sensitivity of the 62( ) surface

to that weight. The grad1egt of a surface is a vector in the maximum
uphill direction, so ksvy[e (t)] points in the maximum downhill direction.
Hence this is a steepest -descent algorithm, and it has also been referred
to as the LMS algorithm[5].

Evaluating the gradient gives

(28) v, [(8)] = 2e(t) v, [e(t)]
1

i
and from Eq. (2),

(25) o, (o8] = =x;(0).

Hence the feedback rule becomes
dw1

(26) g =-2kx;(t) e(t)

or in integral form

t
(27) wi(t) = w (0) — 2k f x;(£') e(th)dt
t'=0

This feedback may be instrumented as shown in Fig. 3, which shows one
loop of the system,

So far we have assumed that the weighting coefficients in the array
are real, so that only the amplitudes of the signals x;(t) are adjusted.
Actually, it is necessary to adjust the phase of each signal x;(t) as
well, to make use of the full flexibility available in the pattern Phase
contro] can be achieved by splitting the signal from each element into an
in-phase component and a quadrature component and then adjusting each with



a real weighting coefficient, as shown in Fig. 4. The signal is used di-
rectly for the in-phase component, and is delayed one quarter wavelength*

to produce the quadrature component. Independent control of the two weights
is then equivalent to control of both magnitude and angle.

SIGNALS FROM
OTHER ELEMENTS

———

ARRAY OUTPUT

X; (1) s(t)
MULT IPLIER
INTEGRATOR
B
~ ERROR e(t) /7 \*
N \_/ REFERENCE
SIGNAL
STt

Fig. 3. Basic feedback algorithm.

-II1. THE PROCESSING UNITS

Two signal processing units based on the feedback scheme shown
in Fig. 4 were designed and built. Figure 5 shows a photograph of one
of these units. Figure 6 shows the various electronic functions in this
unit in more detail. The signal from the element is split into an in-
phase channel and a quadrature channel, as discussed above., Each channel
"is then split again into two parallel paths, one to provide positive gain
and the other negative gain. To achieve a full 3600 phase control in the
unit requires both the in-phase channel and the quadrature channel to be
capable of having either positive or negative gain. In practice, this
is most easily accomplished by using two amplifiers "back-to-back", one
with positive gain and the other with negative gain.

*The system described below is relatively narrowband (3 MHz bandwidth
at a center frequency of 65 MHz) and the delay required was one-quarter
wavelength at 65 MHz,
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Fig. 5. Electronics Unit for One Element.
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Adaptive Processing Unit.
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The amplifiers used were dual-gate field effect transistors (FET's),
which were found to be superior to integrated circuit AGC amplifiers or
current controlled diode attenuators with regard to cross-modulation,
linearity and phase stability*. In addition, FET amplifiers have the
helpful property that the input impedance at the control gate is es-
sentially infinite, so it is possible to "freeze" the weighting coeffi-
cients in the array by simply disconnecting the control voltages.

The processing units opefate at a center frequency of 65 mHz with
an RF bandwidth of approximately 3 mHz. A complete schematic of the
processing units is shown in the Appendix.

Figure 7 shows some experimentally measured gain curves for one
of the "back-to-back" amplifiers. The plot shows the RF output voltage
from the amplifiers as a function of the control voltage, for various
input signal levels. Although the curves are not completely Tinear at
lTower power levels, the performance was acceptable,

IV, EXPERIMENTAL RESULTS

In this section the results of several experiments performed on
a two-element adaptive array, using the processing units described
above, are given.

‘A.  Phase Tracking

First, consider the following experiment. An unmodulated signal
is fed into both processing units and also into the reference signal
port. The adaptive feedback should then adjust both the amplitude and
phase of the output signal until they match those of the reference
signal (it must minimize the error). Figure 8 shows the measured dif-
ference in phase and amplitude between the array output and the
-reference signal as the phase difference between the two elements is
varied over a 3600 range. (This is equivalent to varying the angle of
arrival of the signa].? It i1s seen that the phase error varied between
-~50 and 90 and the amplitude ratio varied over a range of -0.5 dB to
+0.4 dB.

B. "Amplitude Tracking

Next, Fig. 9 shows the results of an experiment in which the ampli-
tude of the signal was varied, while the reference signal was held
constant. The curve shows the amplitude of the error signal e(t),
relative to the reference signal amplitude. (The Tower the error, the

*The phase shift of the amplifiers should not change as the gain is
adjusted. In practice, it was found that with FET's the phase shift
could be held to within 100 over a 25 dB range of gain control.

14
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better the array processing units are performing.) It may be seen that
the error was maintained 20 dB or more below the reference over a range
of input signal levels of approximately 23 dB,
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Fig. 9. Ervor level vs signal level,

C. Interference Rejection

Next we discuss a number of experiments dealing with the interference
rejection capability of the array. As discussed above, any signal not
represented in the reference signal T(t) contributes directly to the
error signal, and the feedback system adjusts the weights to minimize

it.
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The first experiment involved a simulated test of interference
rejection by the array. Two CW signals were injected directly into
the processing units (i.e., no actual antenna elements were used).
The signals were separated 10 kHz in frequency. First, one of them
was injected with equal phase on each processing unit, corresponding
to a desired signal arriving from broadside. This signal was also used
for the reference signal T(t). The weighting coefficients were allowed
to adapt, and the final values were noted and used to compute the pat-
tern labelled "before adaptation" in Fig. 10. Next, a second signal
(an interfering signal) was also injected, with an electrical phase
angle between the units corresponding to a signal incident from 40°
off broadside with half-wavelength spacing between elements, After
this signal was turned on, the weighting coefficients changed to new
values. These values were then used to compute the second pattern,
labelled "after adaptation" in Fig. 10. It may be seen how the adaptive
feedback causes the antenna to form a null on the interfering signal.

The second experiment performed was a measurement of the improve-
ment in thé ratio of desired signal power to interfering signal power
at the output of the array due to the adaptive feature. First, a
desired signal arriving from broadside was injected in the array. After
the weighting coefficients reached their final values, they were frozen
and the interfering signal was turned on. The ratio of desired signal
power to interfering signal power at the output of the array was measured.
The array coefficients were then allowed to readapt, and after they
reached their new final values, the ratio of the powers of the desired
and interfering signals was again measured, The improvement in this

ratio, which we may call the adaptivity,

%—after adaptation

Adaptivity =
' _T-before adaptation

where

D

desired signal power

I

i

interfering signal power

is plotted in Fig. 11. The figure shows the adaptivity in dB versus

the electrical phase angle difference between elements for the inter-
fering signal. The desired signal arrived from broadside (in phase

in both elements) for the entire curve. The adaptivity is shown for
five different interfering signal power levels at the input to the array.
For all curves (except the O dB one) the interfering signal power is
higher than that of the desired signal. The type of feedback used

(see Eq. (27)) has the property that it tends to hold the error signal

at a relatively constant level, regardless of the power level of the

18
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interfering signal.* This property projects into thé adaptivity curves
in Fig. 11. When the interfering signal power is increased 5 dB, the
error signal remains constant, so the adaptivity increases 5 dB.

For the case where the interfering signal power is 20 dB higher
than the desired signal power, the processing units have been driven
beyond their Tinear limits and the units no longer operate properly.

It it noted that the adaptivity drops to zero at both ends of the
curve, where the electrical phase angle between the interfering signal
in the two elements approaches 00 or 180°, Near 180°, this result is
simply due to the fact that the array pattern, when maximized for
broadside, has a nuil in the endfire direction anyway. That is, a
desired signal incident from broadside results, in the absence of
interference, in a pattern with a null in the endfire direction. When
the interference is then turned on, it is already in a nu]], so the
adaptive feedback makes very 1ittle change. This results in a meas-
ured adaptivity of nearly zero, but it represents no rea] Timitation
to array performance.

- The drop in adaptivity near 00, on the other hand, represents the
actual Timitation in the system. This end of the curve defines how
close the interfering signal can come to the desired signal in space
and still be nulled out.

These curves, shOw that 10 dB 1mpr0vcment of signal-to-interference

ama L T w2 b m D T mmll i S e

fraciv is quu,\: cublly a\,xllcvcu i buul ain arvey fun most interference
angles, and 30 dB is even possible under some conditions. Furthermore,
this improvement is based on only two elements, and one may hope to do
better with more elements.

Next we consider some interference rejection experiments in which
actual antenna elements were used, and antenna patterns were taken on a
pattern recorder. The antennas used were a pair of A/4 monopoles**
spaced A/2 apart on a rectangular ground plane. The patterns were
recorded at 2.1 gHz. Each element was connected directly to a mixer,
where the frequency was converted to 65 mHz and put into the two
processing units. A common local oscillator fed both mixers.

In Fig. 12, a single desired signal illuminates the antenna from
the direction shown. The weighting coefficients were allowed to adapt,
and were then frozen. With the weights frozen, the pattern was run,
and Fig. 12 shows the result.

*The feedback loop for each element is a Type I (coupled) Toop with
Toop gain proportional to the signal intensity squared. See Section
D below.

**) is the wavelength.
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Adaptive Antenna Pattern; Desired Signal Only.

12.

Fig.
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In Fig. 13, the experiment was the same as for Fig. 12, except that
now the array weighting coefficients were allowed to adapt as the pattern
recorder turned. In this case the weighting coefficients were varying
as the recorder turned, and the pattern beam tracked the signal, re-
sulting in an "omnidirectional" pattern.

In Figs. 14, 15, and 16, both a desired signal and an interfering
signal illuminated the antenna. The weights were allowed to adapt and
were then frozen. The patterns shown in the figures were run with the
weights fixed. These patterns show three different sets of incidence
angles for the desired and interfering signals. It may be seen how
the adaptive feedback forced a null in the direction of the interfering
signal.

Finally, Fig. 17 shows the depth of the null on the interfering
signal as a function of its angle of arrival, when the desired signal
‘remains at broadside. (This is not an instantaneous pattern, but a
plot of null depth.)

‘D.  Speed of Response

To study the transient behavior of the weighting coefficients, one
may examine the differential equations which they satisfy. Since

dwi
(28) T = kex () e(t),
and
N
(29) S(t) = T(t) - Z ijj(t)a
j=1
we find
..dwi N
(30) a’T’t" = kSX'i(t) [T(t) = le WJXJ(t)] s
or
dwi N
(31) HE-+ ksxi(t) jzl xj(t)wj = ksxi(t) T(t).

Written in matrix form, this is

dw -
(32) i kS Xws= kS TX,

where w is defined in Eq. (6),
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[x(£) x(£)  xg(8) x,(8)  +oo xq(£) x(t)

xz(t) xl(t) ces .
(33)* X = : :

xy(t) x;(t) e xy(t) xy(t)
and

Ix(8)

X5(t)
(34)* X =

(1) .

Unfortunately, Eq. (32) is a system of differential equations for
which no method of constructing a general solution is known. For the
special case where there is only one weight, say Wis Eq. (32) becomes

. aw
1 2 _
(35) 7t kx((thwy = ko T(t) xq(t).
A general solution for this equation is easily obtained by use of an in-
tegrating factor, with the result

- [k é(t)dt kxE(t)dt
(36)  w(t) =e oo ERCUBE Jrode dt + ¢

where C is a constant of integration. But when more than one weight is
involved, no general solution for the system (32) can be constructed.
There are certain special cases, of course, where the system can be
solved. For example, if the matrix X is constant, a solution is easily
found. Or, if the signals happen to be such that the product of the
matrices X and dX/dt commutes, then a matrix integrating factor can be
used to construct a solution analogous to Eq. (36). However, these
cases do not appear to correspond to a meaningful set of signals in

the adaptive array problem.

*Note that ¢(x,x) =X, ¢(x,T) = T(E)x.
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Other approaches to solving the system (32) are of course possible.
The equations can be solved on an analog computer or a digital computer.
Various techniques for obtaining approximate analytical solutions, such
as series solutions or perturbation techniques, seem promising. These
ideas are presently under study, and will be discussed in a future
report.

Certain general conclusions are possible, however, When this system
is viewed as a problem in feedback control, it is clear that the response
time of the system depends on the amplitudes of both the desired and
interfering signals, because of the xj(t) x5(t) terms in the differential
equations. Stated another way, the feedbacﬂ loop has a gain constant
proportional to the square of the signals xj(t). Hence the larger the
signals xj(t), the tighter the loops. This is the reason that the error
signal amplitude is approximately independent of the input signal level,
as we previously remarked. In a linear feedback Toop, a Targer input
signal would imply a larger steady state error., But for this loop, a
larger input results in a tighter Toop, with the result that the error
stays constant. ~

Figure 18 shows a measured transient response of one of the weighting
coefficients in the array. This curve is a typical result, and has a time
constant of approximately 20 or 30 milliseconds.

‘E. Experiments with Modulated Signals

Noy4 fAdam on

Next we consider some experiments where the signals in the array
contain modulation but the reference signal is unmodulated. For a
desired signal having amplitude modulation of the form

(37) S(t)

a(t) cos wot

i

A0 [1+ ka cos mmt] cos wot,

and a reference signal of the form

(38) T(t) = A, cos wt,

the mean-square error ez(t) is found to be

(30)  F(8) = 5 (AAE + (Ak )

The value of Ao giving least ez(t) may be found by setting

2
d¢ (t) _
(40) aAo - 09

which yields
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AY'
(41) A= \
1+ 2kE

Hence the minimum mean-square error criterion does not force the carrier
component of the AM signal to be equal to the reference signal carrier.
Instead the carrier of the AM signal is suppressed relative to the reference
carrier, by an amount dependent on the modulation factor k

Figure 19 compares this calculated suppression with the results
measured on the processing units, for two different signal levels. For
kp = 0 A, should be equal to A, and no suppress1on should occur, For
km = (180A modulation) Ag = 2/3 Ay and the carrier of the signal should
be about 3.5 dB Tower than the reference signal. The experimental results
shown in Fig. 19 agree reasonably well with this.

Next, we consider the interference rejection properties of the array
with modulated signals. Figures 20-22 show photographs taken of a
spectrum analyser connected to the output of the array. In Fig. 20,
the desired signal consists of a carrier component and two sidebands
separated 50 kHz from the carrier. The carrier of the desired signal
was used for the reference signal (that is, the reference signal did
not contain the modulation components). A CW interfering signal was
added 10 KHz below the carrier of the desired signal. The top photo
shows the output spectrum before the weighting coefficients are allowed
to adapt, and the bottom curve shows it after adaptation. It may be
seen now the interference is removed from the output by the adaptive
feedback. In Figs. 20-22, the spectrum analyser has a Tinear voltage
scale. In Fig. 20, the interfering signal has approximately 4 times
the voltage of the desired signal carrier, or 16 times the power.

Figure 21 shows a case in which both the desired signal and the
interfering signal are modulated. The desired signal has sidebands
50 kHz from the carrier, and the carrier alone is also used for the
reference signal, as before., The interference has a carrier approxi-
mately 8 kHz below the carrier of the desired signal, and modulation
sidebands 20 kHz each side of the carrier. The pictures again show
the spectra before and after adaptation.

Finally, Fig. 22 shows a case involving noise modulation on the
interfering signal. Photo (a) shows the spectrum of the desired signal
alone. (The carrier of the desired signal was used for the reference
signal.) Photo (b) shows the output from the array when the interference
is added, but before adaptation. Photo (c) shows the output again after
adaptatfon.

The manner in which the adaptive feedback cleans out the inter-
ference in these tests is very impressive, and it is clear that these
antennas have considerable potential for applications where interference
rejection is needed.
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Fig. 18. Time response of weighting coefficient.
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V. CONCLUSIONS

An experimental two-element array has been described. The array
operation is based on a feedback algorithm determined by a steepest-
descent minimization of error. The array is found to be capable of
automatically tracking a desired signal, and automatically rejecting
an interfering signal,.

A number of experiments were performed on the two-element array,
including

(1) - measurements of the ability of the processing units to track
phase and amplitude of the desired signal (Figs. 8 and 9),

(2) measuriments of the "adaptivity" of the array (Figs. 10
and 11),

(3) measurements of antenna patterns obtained with interference
present (Figs. 12-17),

(4) measurements of the transient response of the system
(Fig. 18), and

(5) measurements of the interference rejection capabilities
with modulated signals (Figs. 20-22),

The tests described show that these antennas have considerable
potential for applications where interference rejection is needed.
The signal processing equipment is straightforward and can be con-
structed with readily available components.
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APPENDIX

This section presents the circuit diagram for a signal processor and
briefly describes the components used. The schematic is given in Fig. Al.
Except for the A/4 delay line both the upper and lower halves are symmetrical.

A double-balanced mixer using four matched hot carrier diodes was used
to perform the multiplication operation. The excellent balance of the
mixer eliminated the need for null balance adjustment and minimized the
interaction between- the incoming and error signals.

A high gain discrete component operational amplifier with RC feed- -
back was used for the integrator. A unity gain integrated circuit amplifier
provided the required sign inversion,

Dual gate field effect transistors were used both to provide gain and
to vary the weighting coefficient for each of the four channels of the
signal processor. A single gate FET could have been used to provide power
gain but the dual gate version is reported to have superior cross-modulation
performance and greater dynamic range.

The nearly infinite dc gate impedance of this device provides an
excellent means for “freezing" the weighting coefficients. By simply
disconnecting the control voltage from the gate, with a switch, the
amplifier gain remains constant and one can then run an antenna pattern.
The amplifier gain remains constant foi several nours with no measurable
change from the previous closed Toop value.
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